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ABSTRACT

Previous development of the Pacific Northwest National Laboratory’s regional climate model has focused on
representing orographic precipitation using a subgrid parameterization where subgrid variations of surface el-
evation are aggregated to a limited number of elevation classes. An airflow model and a thermodynamic model
are used to parameterize the orographic uplift/descent as air parcels cross over mountain barriers or valleys.
This paper describes further testing and evaluation of this subgrid parameterization. Building upon this modeling
framework, a subgrid vegetation scheme has been developed based on statistical relationships between surface
elevation and vegetation. By analyzing high-resolution elevation and vegetation data, a dominant land cover is
defined for each elevation band of each model grid cell to account for the subgrid heterogeneity in vegetation.
When larger lakes are present, they are distinguished from land within elevation bands and a lake model is used
to simulate the thermodynamic properties. The use of the high-resolution vegetation data and the subgrid veg-
etation scheme has resulted in an improvement in the model’s representation of surface cover over the western
United States. Simulation using the new vegetation scheme yields a 18C cooling when compared with a simulation
where vegetation was derived from a 30-min global vegetation dataset without subgrid vegetation treatment;
this cooling helps to reduce the warm bias previously found in the regional climate model. A 3-yr simulation
with the subgrid parameterization in the climate model is compared with observations.

1. Introduction

Topography is a prominent feature in many regions
of the world. High spatial resolution is required to ac-
curately simulate precipitation and surface hydrology
associated with heterogeneity in surface elevation and
vegetation in those areas. This is feasible when one is
interested in case studies of atmospheric processes, but
it is computationally very demanding for climate sim-
ulations. It is not surprising that many scientific research
programs, such as the Global Energy and Water Cycle
Experiment (GEWEX) (International GEWEX Project
Office 1994; Shuttleworth 1996), have emphasized the
importance of representing subgrid-scale variability in
precipitation, and its effects on model-simulated hydro-
logic cycle.

Recently, Leung and Ghan (1995) introduced a sub-
grid orographic precipitation parameterization that ad-
dresses this issue. The parameterization yields separate
predictions of precipitation, temperature, snow water
equivalent, soil moisture, and surface runoff for a se-
lected number of surface elevation classes within each
grid cell. For each surface elevation class, cloud pro-
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cesses are treated using a bulk microphysics parame-
terization, and land surface processes are modeled using
a one-dimensional surface physics scheme. The simu-
lated fields can be distributed according to the spatial
distribution of surface elevation within each grid cell
to yield predictions at the scale of the surface elevation
data.

This subgrid parameterization has been implemented
in the Pacific Northwest National Laboratory’s Regional
Climate Model (PNNL-RCM). Leung and Ghan (1995)
summarized different aspects of resulting improvements
in precipitation and snow cover simulation in the Pacific
Northwest. They evaluated the precipitation simulation
at both daily and monthly timescales and over different
spatial scales. Leung and Ghan (1995) concluded that
a simulation performed at 90-km grid resolution with
the subgrid parameterization is superior to simulations
performed at 90-km or 30-km grid resolutions but with-
out the subgrid parameterization. Furthermore, the at-
mospheric simulation has been used to drive a detailed
surface hydrology model at the Middle Fork Flathead
watershed in Montana to evaluate the usefulness of the
subgrid parameterization in providing detailed atmo-
spheric forcings for simulating streamflow, soil mois-
ture, and snow cover in remote mountainous areas
(Leung et al. 1996). The simulation of streamflow and
snow cover was found to compare favorably with ob-
servations when the hydrology model was driven by the
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climate simulation generated with the use of the subgrid
orographic precipitation scheme. The first part of this
paper describes further evaluation and analysis of the
subgrid parameterization of orographic precipitation us-
ing sensitivity experiments and a longer simulation. To
complement previous work by Leung and Ghan (1995),
the sensitivity experiments focus more on evaluation at
the local scale; that is, precipitation simulated for a
range of surface elevation within specific grid cells.

We continue to build upon the existing modeling
framework to account for subgrid variations in vege-
tation cover. Several subgrid representations of surface
cover exist in the literature; they can be grouped into
two categories. The first kind of subgrid representation
(e.g., Avissar 1992; Entekhabi and Eagleson 1989) de-
termines the probability distribution of subgrid vege-
tation within model grid cells and accounts for the sub-
grid effects through stochastic-dynamical models of sur-
face processes. The second kind of subgrid represen-
tation is called the ‘‘mosaic’’ approach where each
model grid cell is subdivided into an arbitrary number
of vegetation types; surface processes are modeled over
each vegetation type and are then coupled independently
to the model grid-cell-mean atmospheric column. Ex-
amples of this method include Koster and Suarez (1992),
Raupach (1993), among others.

More recently, several studies (e.g., Pielke et al. 1991;
Avissar and Chen 1993) have suggested that surface
heterogeneity not only affects the atmospheric column
directly above the surface, but through secondary cir-
culations forced by differential heating over contrasting
land cover on adjacent patches, it affects the structure
and dynamics of the boundary layer over the whole area.
An attempt to model this secondary effect has been
made by Zeng and Pielke (1994), who parameterized
secondary circulations as mesoscale turbulence pro-
cesses. Based on case studies over the Southern Great
Plains, Zhong and Doran (1995, 1997), however, ques-
tioned the importance of representing mesoscale fluxes
associated with secondary circulations under more re-
alistic conditions of surface heterogeneity.

Our approach is similar to the mosaic representation
in that each elevation class is further divided into mul-
tiple land cover types. In principle, one can specify the
accuracy needed in the subgrid vegetation representa-
tion and determine the number of surface classes for
each model grid cell. We will describe a statistical anal-
ysis of high spatial resolution surface elevation and veg-
etation data to represent subgrid variations in surface
cover. The new subgrid vegetation scheme will be tested
over the Pacific Northwest through sensitivity experi-
ments. We also describe the implementation of a lake
model, as subgrid lakes can now be captured by the
subgrid surface scheme. A 3-yr simulation is then per-
formed with the subgrid parameterization of orographic
precipitation and surface cover, and the lake model over
the Pacific Northwest. The simulation is evaluated by
comparing the results with observations.

2. Model description

The regional climate model is based on the hydro-
static version of the Penn State/National Center for At-
mospheric Research (NCAR) Mesoscale Model (MM5)
(Anthes et al. 1987; Grell et al. 1993). Several physical
parameterizations important on climatic timescales have
been applied to the model for climate applications.
These parameterizations include a two-stream delta-Ed-
dington treatment for shortwave radiation (Taylor and
Ghan 1992) and an emissivity approach for longwave
radiation (Kiehl et al. 1987), a bulk cloud microphysics
scheme that distinguishes liquid and ice phase (Cotton
et al. 1986; Ghan and Easter 1992), and a surface phys-
ics scheme (BATS) (Dickinson et al. 1993). Grell’s pa-
rameterization scheme (Grell 1993) is used to treat cu-
mulus convection. For the planetary boundary layer the
high-resolution model of Zhang and Anthes (1982) is
used.

The most noteworthy feature of the regional climate
model is the introduction of a parameterization of sub-
grid-scale orographic processes (Leung and Ghan 1995).
The parameterization is based on an elevation model
that aggregates subgrid variations of surface elevation
to a limited number of elevation bands. A simple airflow
model and a thermodynamic model are used to account
for orographic uplifting of an airmass as it crosses over
subgrid hills or valleys. Physical processes such as cloud
and precipitation, radiation, boundary layer turbulence,
and surface physics are all calculated for each elevation
band of each grid cell.

In the past, the RCM defined one vegetation type for
each grid cell, even though vegetation can vary strongly
within grid cells of 90 km or more. To improve the
representation of vegetation and hence the simulation
of surface processes, a subgrid vegetation scheme has
been developed based on the surface elevation depen-
dence of vegetation. Taking advantage of the elevation
classification already implemented in the climate model,
the general framework for the vegetation scheme is such
that one can further divide each elevation band into a
number of surface cover types. Lakes that are normally
too small to be represented by climate model grid cells
can now be included in the model. A thermodynamic
lake model is used to simulate lake temperature and ice.
We will describe each parameterization in more detail
in the following.

a. Elevation model

The surface elevation model is based on the statistical
subgrid approach of Avissar and Pielke (1989) and Av-
issar (1992). Subgrid variations in surface elevation are
aggregated into a modest number of surface elevation
classes. The surface elevation model carries no infor-
mation about the spatial distribution of each surface
class other than the fractional area and mean elevation
of each class within each grid cell. A 30 arc s surface
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TABLE 1. Classification of surface elevation.

Class Elevation, m

1
2
3
4
5
6

0–100
100–200
200–300
300–400
400–500
500–700

7
8
9

10
11
12

700–1000
1000–1500
1500–2000
2000–3000
3000–4000
4000–5000

elevation dataset (Guo and Chen 1993) is used to de-
termine the fractional area and mean elevation of each
class, with the classes defined by a predetermined set
of surface elevation ranges (Table 1). Some grid cells
may have as many as 12 elevation classes, whereas oth-
ers may only have one. Separate calculations of atmo-
spheric and surface processes are performed for each
surface class, with feedback to the grid scale accom-
plished by forming an area-weighted average of pro-
cesses and variables within each grid cell.

b. Subgrid orographic precipitation scheme

A simple airflow model (Leung and Ghan 1995) is
used to determine the subgrid height rise or descent of
air parcels flowing through barrier/valley. The nondi-
mensional mountain height (or Froude number) is used
to determine the flow regime,

Fr 5 NH/U, (1)

where U is the wind speed, N is the Brunt-Väisälä fre-
quency, and H is the height of the mountain defined here
as zn 2 z s, where zn is the height of surface elevation
class n and z s is the height of the grid cell mean surface
elevation. The height rise of air parcels is given by

hn 5 min(H, FrcU/N), (2)

where Frc is a critical Froude number of order one. When
Fr is smaller than Frc, all flow goes over the mountain
[hn 5 H follows from (2)]. At larger Fr (Fr . Frc), part
of the low-level flow becomes blocked and goes around
mountain (e.g., Sheppard 1956; Smith 1980, 1989; Lott
and Miller 1997). The depth of the blocking layer is
given by

zb 5 H 2 Frc(U/N). (3)

Below zb, air parcels at an altitude z will experience a
height rise given by

hn 5 Frc(U/N)(z/zb), (4)

while above zb, (2) still applies.
The thermodynamic model determines the immediate

impact of the subgrid height rise/descent on temperature

and humidity. The thermodynamic and cloud variables
uc and rw are used in this procedure because of their
conservative properties during condensation as well as
advection. They are defined as (Betts 1973)

u 5 u 2 (L /c )(r /E ), (5)c p c

r 5 r 1 r , (6)w y c

where u is the potential temperature; E is the Exner
function; and rc and ry are the mixing ratios of cloud
water and water vapor, respectively. Since in the absence
of precipitation the variables uc and rw are conserved
as an air parcel passes over a mountain barrier, their
vertical distributions in subgrid surface elevation class
n, , can be diagnosed from the vertical distributionX*n
of the grid cell mean, X ,

(z) 5 X(z 2 hn),X*n (7)

where hn is the height rise/descent of the air parcel de-
termined by (2) to (4), and z is any particular height.
The value of X at height z 2 hn is obtained by inter-
polation from the vertical distribution X(z). This diag-
nostic procedure yields the vertical distributions of X
for each surface elevation class. The vertical distribu-
tions of other cloud species, such as cloud ice mixing
ratio ri and ice number density Ni, are also determined
for each elevation class from the grid cell mean in the
same way.

For cloud microphysical calculations, the temperature
T, cloud water rc, and water vapor ry can be diagnosed
from uc, rw, and the pressure p by assuming ry never
exceeds the water vapor saturation mixing ratio rs(T,
p). Here the pressure p for each elevation class at a
vertical level s is estimated from p 5 spn, where pn is
the surface pressure of elevation class n and s [ p/pn

is the terrain-following vertical coordinate of the model.
The surface pressure for each elevation class can be
inferred from the grid cell mean surface pressure p s

using the linearized hydrostatic relation

,¯2(z 2z̄ )/Hn sp 5 p en s (8)

where H is the density-scale height. Therefore, elevation
classes with higher surface elevations have lower sur-
face pressures, which from the definition of uc yield
colder temperatures and higher cloud water concentra-
tions.

We have found that simply diagnosing the subgrid
variables from (7) overestimates the orographic signa-
ture of precipitation because it implies instantaneous
subgrid mixing. We have therefore introduced a prog-
nostic treatment for each elevation class forced by an
orographic tendency,

]Xn 5 ADV 1 F 1 O 1 Q , (9)n H n nn]t

where X represents uc, rw, or other cloud species, ADV
is the horizontal and vertical advection, FH is the hor-
izontal diffusion, and Qn is a source term. The oro-
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graphic tendency On is parameterized in terms of the
subgrid profiles,

X* 2 Xn nO 5 , (10)n t

where is the orographic profile diagnosed from theX*n
height rise and the grid cell mean profile according to
(7) and t is the timescale for lifting/descent. The source
term Qn, which includes radiative heating, cloud mi-
crophysics, cumulus convection, and vertical mixing, is
calculated for each elevation class. The advection and
horizontal diffusion terms are interpolated vertically
from the grid cell mean terms.

The prognostic equations for the grid cell mean vari-
ables, X , can be expressed as

]X
5 ADV(X) 1 F (X) 1 Q . (11)H]t

The subgrid source terms Qn are aggregated to form Q .
The subgrid parameterization extends to the surface,

which is forced by different atmospheric conditions (ra-
diative fluxes, temperature, water vapor, precipitation)
for each surface elevation class. Separate calculations
of surface processes are performed for each surface el-
evation class. At the completion of the simulation, vari-
ables predicted for each elevation class can be mapped
to different geographical locations according to the
high-resolution distribution of surface elevation. This
mapping yields high-resolution two-dimensional spatial
distributions of surface temperature, precipitation, soil
moisture, snow water equivalent, and runoff.

c. Subgrid vegetation scheme

To model subgrid land surface heterogeneity, we have
introduced a simple dependence of subgrid surface type
on subgrid elevation to take advantage of the modeling
framework implemented for the subgrid orographic pre-
cipitation scheme. An extensive body of literature pro-
vides evidence in support of a relationship between sur-
face elevation and vegetation type on scales less than
100 km (e.g., Whittaker 1956; Vankat 1982; Barbour et
al. 1987). Based on the 30-s Advanced Very-High Res-
olution Radiometer (AVHRR) vegetation data for the
continental United States (Loveland et al. 1991), a da-
taset has been developed for the Pacific Northwest that
describes vegetation in terms of the BATS surface types
at 1.5-km resolution. This dataset was used to develop
statistical relationships between subgrid vegetation and
surface elevation. Figure 1 shows the surface elevation
and vegetation in the Pacific Northwest at 1.5-km res-
olution.

When subgrid elevation is classified according to Ta-
ble 1, over the Pacific Northwest region there is a total
of 78 grid cells within the regional climate model do-
main at 90-km resolution and a total of 451 surface
elevation bands. On average, there are 4.96 vegetation

types within each elevation band. There are 167 bands
where the dominant vegetation type occupies more than
80% of the area within the band. If a single vegetation
type (the dominant type) is used to define the vegetation
within each grid cell (scheme A), 60% of the total area
would be assigned a correct vegetation type. When one
vegetation type (the dominant type) is used to define
the vegetation within each elevation band of each grid
cell (scheme B), 67% of the total area would be assigned
a correct vegetation type.

If only the dominant vegetation type is used to de-
scribe the vegetation within each elevation band, the
subgrid variability that could be accounted for is limited.
To estimate this limit, we classified the surface elevation
at every 100-m interval and repeated the above analysis
(scheme C). Table 2 summarizes the percent area with
correct vegetation type assigned when the different el-
evation classification schemes are used. Scheme C is
similar to scheme B, except for the elevation classifi-
cation. Although the use of more elevation classes ex-
plains more subgrid variability (73%) in the surface
type, the improvement is modest, and the average num-
ber of surface elevation bands per grid cell quickly in-
creases from 4.5 to 16.4 from scheme B to C. One reason
for the small improvement in surface type character-
ization is that some subgrid variability in vegetation is
simply not related to surface elevation. Furthermore,
even within the Pacific Northwest region, with highly
complex topography, only 9.7% of the total area is
above 2000 m (where the intervals of surface elevation
classification in the subgrid scheme is relatively wide).
By dividing surface elevation at 100-m interval, the
relationship between surface elevation and vegetation
may be more refined, but the percent area with correct
vegetation assigned increases only modestly.

Based on the above result, scheme B has been im-
plemented in the PNNL-RCM. As a result, no extra
computation is introduced by the subgrid vegetation
scheme; the surface physics scheme is simply applied
to a different surface cover over different elevation
bands. Figure 2 shows the vegetation cover described
by the subgrid vegetation scheme when mapped ac-
cording to surface elevation at 1.5-km resolution. Also
shown is the vegetation cover used in the model before
the development of the subgrid vegetation scheme. The
latter was derived from a 30-min global vegetation data
provided by the MM5 modeling group at NCAR (Guo
and Chen 1993). It is clear that the AVHRR data capture
much more of the heterogeneity in surface cover, and
the subgrid vegetation scheme further allows some sub-
grid spatial features to be represented in the model. The
result is a more refined description of the surface cover
in the western United States.

Figure 3 summarizes the percentage of vegetation
cover for each elevation class from the AVHRR data
and the subgrid vegetation scheme for the whole area
where subgrid surface cover has been developed. The
surface elevation classification follows that shown in
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TABLE 2. Statistics of vegetation-elevation analysis over the Pacific
Northwest.

Vegetation scheme
% area with
correct veg.

Avg. no. of
elevation band

Scheme A
Scheme B
Scheme C

60.5
67.2
73.7

1
4.5

16.4

Table 1. Percentage surface cover is shown only for
eight surface cover types; together they explain most of
the variations in surface cover in the Pacific Northwest.
At the lowest and highest elevation classes, surface cov-
er is clearly dominated by a single cover type—ocean
and tundra, respectively. In between the two extremes,
there is a wide variety of vegetation cover. Generally,
at the lower elevation (class 2 to class 6), there is a
larger portion of crop, evergreen tree, and mixed tree.
At the higher elevation, short grass, evergreen tree, ev-
ergreen shrub, and mixed tree are the major vegetation
cover. Obviously, there is not a simple relationship be-
tween vegetation and surface elevation, as quite a va-
riety of surface cover can be found within each elevation
class. This is mainly because vegetation cover depends
not only on surface elevation, but also on the environ-
mental conditions supporting the vegetation. Areas be-
longing to the same elevation band, but under different
climate conditions, will develop different vegetation
cover. Therefore, it is very important that statistical re-
lationships between vegetation and surface elevation be
developed for each grid cell of the model domain. The
distribution of vegetation for each elevation class as
described by the subgrid representation generally fol-
lows that derived from observations. For each surface
cover type, BATS is coupled directly with the atmo-
spheric turbulence scheme to calculate the tendencies
resulting from vertical mixing through the atmospheric
column. These tendencies are applied to prognostic
equations (9) for each elevation class, and are also ag-
gregated to a grid cell mean according to the fractional
vegetation cover; the grid cell mean tendency is applied
to the prognostic equation (11). During postprocessing,
simulations by BATS (e.g., surface temperature, soil
moisture) for each surface cover type are mapped to
geographical locations according to the high-resolution
surface elevation dataset. If more than one surface type
is prescribed within an elevation band, the high-reso-
lution vegetation dataset is also used to perform the
mapping.

d. Lake model

Adopting the subgrid surface cover representation
(scheme B) described above, few inland water bodies
can be included in the model because they seldom dom-
inate a surface elevation class within a 90-km grid cell,
unless the surface elevation class spans exceedingly fine
elevation ranges. Because inland water is such an im-

portant source of water for the atmosphere, particularly
in the arid western United States, we treat inland water
as a separate surface type even if it is not the dominant
surface type within an elevation band. However, we do
not treat all inland water bodies as such because the
small area of many inland water bodies does not justify
the computational burden of including them. Only in-
land water bodies covering at least 2% of the area of a
model grid cell are treated as a separate surface type.

Table 3 lists the inland water bodies identified by our
selection criterion for the Pacific Northwest, including
lake depth, turbidity, latitude and longitude of the near-
est grid point, and the fractional area within its surface
elevation class. Lake depth and turbidity have been es-
timated from an atlas, assuming relatively clear (h 5
0.1 m21) water for deep lakes (z . 20 m) and relatively
turbid (h 5 0.7 m21) water for shallow lakes. The frac-
tional area of lake water within elevation classes for 90-
km grid cells ranges from 3%–54%. Figure 4 shows the
locations of all the lakes in the Pacific Northwest at 1.5-
km resolution. Also indicated are the locations and
names of the 14 lakes represented by our subgrid surface
cover scheme.

Following Hostetler et al. (1993) and Bates et al.
(1995), lake surface temperature is predicted using the
one-dimensional thermodynamic model of Hostetler and
Bartlein (1990). This model replaces the BATS treat-
ment of inland water, although surface evaporation and
sensible heat flux are parameterized according to BATS
rather than Hostetler and Bartlein (1990). The solar and
longwave radiation at the lake surface are taken from
the RCM treatment of radiative transfer, and the lake
albedo is taken from BATS.

The treatment of lake ice is based on the bulk ther-
modynamic model of Patterson and Hamblin (1988).
Heat diffusion at the surface has been corrected to read

K K K Ki s i sq 5 I 1 (T 2 T ) 2 I0 0 f 0 0h K 1 h K h K 1 h Ks i i s s i i s

1 2 exp(2l h )sn s3 aO n [ K ln s sn

1 2 exp(2l h )in i1 exp(2l h ) , (12)sn s ]K li in

where I0 is the net downward solar radiation at the sur-
face; Ki and Ks are the thermal conductivities of ice and
snow, respectively; hi and hs are the thickness of the ice
and snow, respectively; Tf is the freezing temperature
of water; T0 is the surface temperature; an is the fraction
of solar radiation in wavelength band n; and lxn is the
absorption coefficient for wavelength band n for ice (x
5 i) and snow (x 5 s).

We have found that, because ice and particularly snow
are such good insulators, the formation of ice and the
accumulation of snow alter the lake energy balance con-
siderably. As ice forms, heat loss from the water is only
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FIG. 3. Percentage of vegetation cover for each elevation class (see Table 1) summarized over
all areas where the subgrid vegetation scheme has been applied. Statistics from AVHRR data are
shown in (a) and that derived from the subgrid vegetation representation are shown in (b).

TABLE 3. Lake parameters used in the model.

Lakes Depth (m) Turbidity Latitude Longitude Fractional cover

Columbia River
Alkali Lakes
Klamath Lake
Goose Lake
Lake Albert

10
4
5
4
5

0.7
0.7
0.7
0.7
0.7

46.3
41.5
42.3
41.6
42.4

123.1
121.6
121.7
120.6
120.6

0.13
0.03
0.06
0.09
0.16

Pyramid Lake
Malheur Lake
Pend Oreille Lake
Flathead Lake
Salt Lake

100
2

300
10
14

0.1
0.7
0.1
0.7
0.7

40.0
43.2
48.0
47.9
40.6

119.5
118.5
115.9
114.7
113.3

0.09
0.05
0.34
0.14
0.07

Salt Lake
Utah Lake
Salt Lake
Yellowstone Lake

15
15
15
40

0.7
0.7
0.7
0.1

41.4
40.5
41.3
44.3

113.2
112.3
112.2
110.5

0.35
0.28
0.54
0.05

possible through exchange with the ice, which is much
less efficient than the turbulent heat exchange between
the surface and the atmosphere. Although absorption of
solar radiation by the water is reduced by the high re-
flectivity of the ice and particularly the snow, and also
by the absorption of solar radiation by the ice and snow,

enough solar radiation penetrates the ice and snow that
warming of the water after ice formation can be no-
ticeable. Some models avoid this problem by simply
setting the water temperature equal to the melting tem-
perature until the ice melts. However, this violates en-
ergy conservation and inhibits ice melt in the spring.
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FIG. 4. The locations and sizes of lakes derived from the AVHRR data at 1.5-km resolution.
Fourteen lakes or inland water bodies indicated by names are represented by the subgrid surface
cover scheme in the climate model.

FIG. 5. Climate model domain at 90-km resolution. Subgrid oro-
graphic precipitation and surface cover schemes are applied to the
area within the rectangle. Also shown are the locations of three moun-
tains described in the sensitivity experiments.

To provide a more physically based approach that al-
leviates this problem, we do not permit the ice to be
any thinner than 0.1 m. If the ice mass per unit area is
less than the product of the ice material density and the
mininum ice thickness, then the ice is assumed to occupy
only a fraction of the water body, with the ice fractional
area given by the ratio of ice mass to the product of the
ice material density and the minimum ice thickness. The
ice thickness only exceeds the minimum ice thickness
when the ice fractional area exceeds unity. Separate en-
ergy balances are used for the ice-free and ice-covered
fractions of the lake.

3. Numerical experiments

The RCM is applied to the western United States
where complex surface topograhy and diverse vegeta-
tion are the dominant geographical features. The model
domain is depicted in Fig. 5, which shows the 90-km
grid cells and the rectangular boundaries within which
subgrid parameterizations have been applied. The model
was driven by initial and lateral boundary conditions
interpolated from the meteorological analysis by the Eu-
ropean Centre for Medium-Range Weather Forcasts
(ECMWF). Sea surface temperature was obtained from
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FIG. 6. Altitude–precipitation relationships simulated by the subgrid orographic precipitation
scheme (a) at three mountain locations, and (b) at Mt. Rainier using different model parameters.

the NAVY 12-hourly gridded analysis. The simulation
began on 1 October 1991; after the model spinup, sen-
sitivity experiments were each performed for December
1991. We chose mainly the winter season to evaluate
the subgrid parameterizations because the climatology
in the Pacific Northwest shows a distinct precipitation
maximum in winter. For evaluating the subgrid vege-
tation scheme, simulations were performed over sum-
mer as well. Finally, a long simulation that spans water
years 1992–94 has been performed to evaluate the mod-
el performance in simulating precipitation and other sur-
face climate over relatively wet, normal, and dry con-
ditions.

We will focus on the surface hydrology of the Pacific
Northwest. The simulated surface variables are mapped
from elevation bands to geographical locations based
on high-resolution surface elevation data and compared
with observations according to the locations of the ob-
serving stations. We have examined different ways to
perform the mapping; they will be discussed in the fol-

lowing section. Regional means will be calculated based
on simple averaging of all the observations or simula-
tions within regions that are defined by state boundaries.
We will compare the simulated precipitation and surface
temperature with observations at weather stations.

4. Test of subgrid orographic precipitation scheme

The subgrid parameterization of orographic precipi-
tation was designed to be a computationally efficient
method for representing the effects of topography on
cloud processes in regional or global climate models.
Leung and Ghan (1995) described the tuning of the
orographic timescale, t , and compared a 2-month-long
wintertime simulation with observations in the Pacific
Northwest. Here, we perform more testing of the pa-
rameterization by examining the effects of more param-
eters, and explore different methods for mapping the
simulation at elevation bands to geographical locations
and their impacts on the results.
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FIG. 7. Simulated and observed monthly mean (a) precipitation and
(b) daily maximum surface temperature near Mt. Rainier.

TABLE 4. Sensitivity of model evaluation to postprocessing
procedures.

Postprocessing
method

Observed
mean

(mm day21)

Simulated
mean

(mm day21)
Precip.
Corr.

Elevation
corr.

Standard
1.5 km smoothed
3 km smoothed
6 km smoothed
9 km smoothed
18 km smoothed

3.84
3.84
3.84
3.84
3.84
3.84

3.44
4.07
4.14
4.31
4.50
4.57

0.56
0.54
0.58
0.59
0.58
0.57

0.98
0.88
0.88
0.84
0.85
0.75

TABLE 5. Observed and simulated daily maximum surface
temperature in 8C.

Month Observed
MGRID

simulation
SGRID

simulation

Oct
Nov
Dec
Jan
Feb

16.6
8.2
6.1
6.4
9.8

19.2
10.9

9.1
9.2

12.2

18.4
9.5
8.7
8.5

11.5
Mar
Apr
May
Jun
Jul

15.1
16.5
22.6
25.9
25.8

16.4
17.4
24.5
27.4
28.1

15.7
16.7
23.6
26.5
27.1

a. Tuning of parameters

The strength of the orographic signal in precipitation
depends on many factors such as the height and width
of the mountain barrier and the flow characteristics and
the moisture content of the air mass. To examine these
factors, we plotted in Fig. 6a the relationships between
altitude and precipitation simulated by the model at the
three mountain locations indicated in Fig. 5. These lo-
cations are chosen because there is a wide range of
surface elevation within the grid cells covering the
mountains. Precipitation was averaged over the month
of December 1991. Each point on the curves corre-
sponds to the mean altitude of the elevation band versus
the simulated precipitation within the model grid cell
containing the mountain structures.

In general, precipitation increases as elevation in-
creases up to a certain altitude, beyond which precipi-
taton decreases with elevation. A maximum in precip-
itation arises because as condensation is enhanced by
orographic uplift, the available moisture content de-
creases (e.g, Burns 1953; Alpert 1986). Over Mt. St.
Helens and Mt. Rainier, the altitude for maximum pre-
cipitation is around 2400 m; at Mt. Shasta, this altitude
is much higher, around 3300 m, and precipitation de-
creases only slightly above this altitude. The similarity
between simulations over Mt. St. Helens and Mt. Rainer
is clearly because these mountains are located very close
to one another; the air mass arriving there should have

very similar moisture content. Mt. Shasta is located
much farther south and closer to the ocean; the incoming
air mass contains more moisture over a deeper atmo-
spheric column so that the altitude for maximum pre-
cipitation is higher up.

In our subgrid parameterization, t and Frc are the
only two tuning parameters that can affect the simulated
orographic precipitation signature. Figure 6b shows a
variety of altitude-precipitation relationships simulated
at Mt. Rainier using different values of t and Frc. In
general, orographic signature increases as t decreases
and Frc increases, and it depends more strongly on the
latter parameter, which determines the flow regime of
air mass flowing over mountain barriers. Consistent with
the analysis of Leung and Ghan (1995) for the whole
Pacific Northwest rather than a specific location, the
analysis here also shows the best agreement with ob-
servation at the local scale is obtained when t is about
5 h, and Frc is approximately equal to unity. This set
of parameters again yields the best agreement with ob-
servations when comparing both regional mean and cor-
relation coefficient between observations and simula-
tions over the whole Pacific Northwest region. It should
also be noted that although the simulated precipitation
is quite sensitive to t and Frc at high altitude, it varies
little with those parameters below 1000 m. Since most
surface stations are located at the lower elevation, ex-
tensive evaluation of the parameterization scheme is dif-
ficult. On the other hand, areas with altitude much higher
than the grid cell average usually occupy a very small
fraction of the total area; problems introduced by sen-
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FIG. 8. Scatterplots comparing the daily (a) maximum surface temperature, (b) sensible heat flux, and (c) latent heat flux simulated by the
model with MGRID and SGRID surface cover.

sitivity of the simulation to model parameters are likely
insignificant.

Unfortunately, observations in remote mountainous
areas are very limited and are typically made at lower
elevations. In Fig. 7, we can only show observations
made at several stations on or near Mt. Rainier; all the
stations, except Stampede Pass, are located within the
same grid cell over Mt. Rainier. The simulated precip-
itation and surface temperature both agree quite well
with observations. There is some variability (e.g., over
Longmire and Ohanapecosh) that cannot be explained
simply by elevation.

b. Sensitivity to postprocessing procedures

The subgrid parameterization predicts precipitation
for each elevation band of each grid cell. We have de-
veloped postprocessing procedures to map the predic-
tion back to a geographical map when comparing the
simulation with observations. The standard method lo-
cates the four model grid cells surrounding a surface
station, and for each grid cell, precipitation is interpo-
lated from the prediction at the two elevation bands
bracketing the altitude of the surface station. Predictions
at the grid cells are bilinearly interpolated to station

locations. A correlation coefficient of 0.98 is obtained
between the altitude of surface stations and the elevation
interpolated at the locations of surface stations using
the same procedure described above for precipitation
over Washington State.

Since model evaluation may be dependent on the
postprocessing method, we have examined other pro-
cedures to perform the mapping from elevation bands
to geographical sites. Based on the 1.5-km elevation
dataset used to produce the elevation classification
scheme, smoothed elevation datasets are generated at
different spatial resolutions by using moving averages
for the mapping discussed above. The orographic pre-
cipitation signature is therefore inherently smoothed by
such procedures.

Table 4 shows the regional mean of the observed and
simulated precipitation in Washington State and the cor-
relation coefficient obtained with the standard mapping
procedure and the new procedure at different spatial
resolutions. The last column shows the correlation co-
efficient between the station elevation and the elevation
mapped to the station locations by the postprocessing
methods. Since the model prediction is interpolated
from the class mean elevation to the station elevation
in the standard method, the correlation coefficient be-
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FIG. 8. (Continued)
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tween the station and mapped elevation is highest. How-
ever, the correlation coefficient between the observed
and mapped precipitation simulation is relatively low
compared with the new postprocessing procedure. With
the new method, higher correlation is found when the
spatial resolution is around 6 km. At the highest reso-
lution (1.5 km), the correlation is actually the lowest.
The largest difference among the correlation coefficients
(between 0.59 and 0.54) is statistically significant at the
0.1 level. The other correlation coefficients are hence
not significantly different from one another statistically.
The different mapping procedures or resolutions also
affect the regional mean precipitation of the simulation,
with the latter increasing with coarser resolution. When
mapping is performed at coarser resolution, the surface
elevation corresponding to surface stations at the lower
elevation would effectively be increased and hence
higher precipitation would be mapped to those areas.
The reverse is true for surface stations that are located
at high elevation. Because more stations are located in
low lying areas or valleys, the mean precipitation is
increased as the mapping resolution is decreased.

This analysis shows that the orographic precipitation
signature may be manifested more at coarser resolution
such as 6 km; precipitation variations at the higher res-
olution (such as 1.5 km) do not necessarily relate to
topographic features. Daly et al. (1994) also discussed
the difficulty of defining an ‘‘optimal’’ spatial resolution
for applying a statistical-topographic model (PRISM) to
estimate the climatological precipitation patterns in
mountainous areas. They found that the PRISM model
performs better at 6-km resolution or coarser. This is
partly related to the spatial scale of the data used, and
the fact that some variability of precipitation is not re-
lated to topography or slope/aspect. Our analysis pre-
sented here is also limited by the spatial density of ob-
servations used.

5. Test of subgrid vegetation scheme

To examine the effects of the subgrid vegetation
scheme on model simulation, we have performed two
simulations, each beginning 1 October 1991 and ending
31 July 1992. One simulation (MGRID) was performed
using the vegetation data derived from the 30-min global
dataset (Fig. 2b) without subgrid representation, and the
second simulation (SGRID) was performed with the
subgrid vegetation scheme using data derived from
AVHRR pixels. We focus our discussion on analysis of
the simulation over Washington State because more dra-
matic differences are seen in the vegetation covers used
by the two simulations.

Table 5 shows the monthly mean time series of daily
maximum surface temperature from observations, the
MGRID, and SGRID simulations averaged over Wash-
ington State. With the subgrid vegetation scheme, the
regional mean surface temperature simulated by the
model is generally about 18C cooler than the MGRID

simulation, although there are warm biases in both sim-
ulations. No noticeable differences can be found be-
tween the MGRID and SGRID simulations of precipi-
tation. The scatterplot shown in Fig. 8a compares the
surface temperature of the two simulations at the lo-
cations of surface stations for June 1992. Different pat-
terns are used to indicate the surface cover type used
in the two simulations. The cooling in the SGRID sim-
ulation arises mainly because of a change in surface
cover from short grass to farmland in the Columbia
River basin. Figures 8b and 8c compare the sensible
heat and latent heat flux from the two simulations. When
farmland is used to describe the surface cover in the
SGRID simulation instead of short grass in the MGRID
simulation, the Bowen ratio is much lower, reflecting
the stronger capability of farmland to transpire and re-
duce heat. Another major difference is found in the
scatterplots showing areas assigned ocean versus land.
This can be explained by Fig. 2a, which shows that when
the subgrid vegetation scheme is used, the coastline can
be represented with much finer detail.

The cooling simulated with the subgrid vegetation
scheme helps reduce the warm bias found in previous
simulations reported by Leung and Ghan (1995), in
which the model was set up as the MGRID simulation.
It should be emphasized that much of the change in
surface cover used in the subgrid scheme has resulted
from the use of the AVHRR data over the 30-min global
vegetation data. The subgrid vegetation scheme further
captures the subgrid heterogeneity that could be related
to surface topography. The effects of the subgrid veg-
etation scheme alone (i.e., if MGRID is performed with
grid cell mean vegetation derived from AVHRR data)
are likely very small as can be deduced from the change
in percent area listed in Table 2. On the other hand,
when only one surface cover type is prescribed for each
elevation band, no additional computation is associated
with the use of the subgrid vegetation scheme.

6. Evaluation of lake simulation

There are precious few alpine lakes with multiyear
research quality thermodynamic data. Of the lakes listed
in Table 3, only two are measured enough to evaluate
the lake model. Thus, we focus our evaluation on Pyr-
amid and Yellowstone lakes.

Figure 9 compares simulated and observed surface
temperature for the period October 1992–September
1994. The period prior to October 1992 is not shown
because the simulation is highly affected by initializa-
tion, and inappropriate values for turbidity were used.
The lake model simulates the annual cycle of surface
temperature for Pyramid Lake fairly well, with winter-
time errors of less than 28C and summertime errors of
28–38C. The timing of the annual cycle is correct, but
the amplitude is 10%–20% too weak. Measurements at
Yellowstone are only available during the summer
months when it is not frozen; data are missing in 1994.
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FIG. 9. Observed (asterisk) and simulated (solid line) lake surface
temperature at (a) Pyramid and (b) Yellowstone Lakes for the period
October 1992–September 1994.

FIG. 10. Observed (dashed line) and simulated (solid line) lake
temperature profiles at (a) Pyramid Lake over two locations for 17
August 1994 and at (b) Yellowstone Lake for 22 August 1993.

The lake model correctly simulates the maximum sur-
face temperature in August, but appears to warm the
lake too soon in June.

The vertical profile of the simulated lake temperature
is evaluated in Fig. 10. During the winter months the
lakes are generally isothermal. During the summer
months a thermocline develops as a result of absorption
of sunlight and stirring by surface winds. The lake mod-
el simulates the development of a thermocline of ap-
proximately the correct depth. The deep lake tempera-
tures are in excellent agreement with the measurements.
However, the reader should note that these results are

quite sensitive to the value of the turbidity, which varies
not only from lake to lake but is also known to vary
from month to month.

The ice mass loading simulated for Yellowstone Lake
is illustrated in Fig. 11. Although observations of ice
thickness are not available, general freezing and melting
dates of Yellowstone Lake are known (A. Siebecker
1997, personal communication). Lake freezing usually
occurs in late December, about one month later than
simulated. Ice melting is usually completed in late May
or early June, a week or two later than simulated. It is
not clear why the simulated lake ice melts sooner than
observed. The early freezing is likely due to the exces-
sively cold (about 58C) surface temperature simulated
for Yellowstone Lake. The cold bias at Yellowstone
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FIG. 11. Simulated ice mass loading at Yellowstone Lake for the
period October 1992–September 1994. FIG. 12. Scatterplot comparing the observed and simulated precip-

itation averaged over all winter months for each station in Washington
State.

Lake is due to the higher surface elevation of the ele-
vation class that represents the lake; a more refined rep-
resentation of elevation classes would reduce this bias
and the associated early freezing of the lake.

7. Evaluation of a 3-yr climate simulation

With the subgrid parameterizations all tested, a 3-yr
simulation has been performed with the PNNL-RCM
for water years 1992–94. This period represents 3 yr
with relatively dry, wet, and normal climate conditions.
The El Niño conditions during the winter of 1992 result
in warmer temperature and less precipitation in the Pa-
cific Northwest (e.g., Cayan and Webb 1992). The sim-
ulation is performed using t 5 5 h and Frc 5 1. The
standard postprocessing method described in section 4b
is used to map the model prediction from elevation
classes to geographic locations for model evaluation.

Figure 12 shows the observed and simulated precip-
itation over each station in Washington State. As seen
in Fig. 1, Washington State represents a region with a
very high degree of variation in surface elevation. Both
the observation and simulation shown are averages over
December and January of all simulation years. The cor-
relation coefficient is around 0.7, and the mean observed
and simulated precipitation are 4.21 and 3.94 mm day21,
respectively. As discussed by Leung and Ghan (1995),
the use of the subgrid orographic precipitation scheme
mainly improves the simulation of precipitation over
regions of complex terrain and during wintertime. When
the subgrid scheme is used, the distribution of precip-
itation is altered to reflect the effects of surface elevation
on cloud and precipitation processes, and hence leads
to improvement in the simulation. In summer, the cor-
relation coefficient between observed and simulated pre-

cipitation remains low, around 0.2 to 0.4. The same
remains true in the multiyear simulation reported here.

Figure 13 shows time series of observed and simu-
lated regional mean for surface temperature and pre-
cipitation. As expected when the model was driven by
global analysis, the simulation follows closely the in-
terannual variability of the observed conditions. The
model also correctly simulated the wintertime maximum
in precipitation in the maritime regime (Washington and
Oregon) and the summertime maximum in precipitation
in the continental area (Idaho and Montana). There is,
however, a general small dry bias in the model simu-
lation. Since most weather stations are located at the
lower elevation, this dry bias reflects the tendency of
the subgrid parameterization to overreduce precipitation
at low elevation. In the subgrid parameterization, oro-
graphic uplift is accounted for by an airflow model. The
airflow model does not parameterize downslope flow;
the thermodynamic model simply assumes adiabatic de-
scent when air parcels move down valley. Hence there
is a tendency for the model to dry and warm the lower
elevation bands. Since this tendency is dependent on
the orographic timescale t , one way to model the lower
elevation more realistically is to use a longer timescale
for the descending airflow down valleys. In the future,
we will experiment with more physically based methods
to model the downslope flow in the subgrid parameter-
ization.

Surface temperature is simulated relatively well over
Washington and Oregon. However, a warm bias (28–
48C) is found over Idaho and Montana and the problem
is more serious in summer. One reason for the warm
bias has already been described above as related to the
treatment of downslope flow in the subgrid scheme.
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Warming is induced through adiabatic descent of air
parcels as well as reduction of cloud cover. The latter
can cause a more serious problem in summer. Further-
more, the airflow factor tends to induce a larger warm
bias over Idaho and Montana because the averaged sta-
tion elevation is lower than the area-averaged surface
elevation by a greater margin in those two regions than
in Washington and Oregon. To determine if other factors
are responsible for the warm bias, we tested the use of
smaller diffusivity for vertical mixing as recently im-
plemented in MM5 Version 2. This change affects only
the stable nightime turbulence regime. The daily min-
imum surface temperature was reduced by 18–38C dur-
ing winter as a result of the change. However, the effect
is much less during summer. Hence it is more likely
that the summer warm bias is also related to the radiation
and surface parameterizations.

8. Summary and discussion

Surface topography explains a high percentage of spa-
tial variability in precipitation over mountainous
regions. The prediction of orographic precipitation has
important implications for the prediction of surface hy-
drology such as snow cover and streamflow. An efficient
way of modeling orographic precipitation is through
subgrid parameterization. An example of such schemes
has been developed by Leung and Ghan (1995). Here
we have described further evaluation of the subgrid pa-
rameterization of orographic precipitation as imple-
mented in a regional climate model. To complement the
model evaluation performed by Leung and Ghan, who
compared model simulation with observations at the
regional scale, this paper focuses on evaluating the sub-
grid parameterization at the subgrid scale to determine
whether the relationships between precipitation and sur-
face elevation can be simulated in mountainous areas
within grid cells. Also, a longer simulation has been
performed to determine if the year-to-year variability
can be captured by the model. This study suggests that
the parameters used in the subgrid orographic scheme
are quite robust; the same set of parameters that was
found to be optimal in Leung and Ghan (1995) also
applies when evaluation is performed at the subgrid
scale, and over a multiyear period.

Based on the parameterization, cloud, radiation,
boundary layer, and surface processes are all modeled
explicitly over each elevation class of a model grid cell.
This method is found to perform quite well in the Pacific
Northwest. Wintertime precipitation simulated at the lo-
cal and regional scales has been compared with obser-
vations. In the model simulation, precipitation typically
increases to a maximum at the crest of the topographic
barrier over lower mountains. This is consistent with
studies over mountain barriers in the midlatitudes (e.g.,
Barry 1973; Hanson et al. 1980). However, the model-
simulated relationships between surface elevation and
precipitation showed an altitude for maximum precip-

itation below the crest of some high mountains. This
height varies according to the flow characteristics and
moisture content of air masses.

We have also examined the aggregation of surface
cover by elevation classification. Although the subgrid
vegetation scheme is implemented such that multiple
vegetation covers can be described within each elevation
band of each grid cell, for computational efficiency we
only defined each elevation band by a dominant surface
cover and sizable lakes. Clearly, not all the subgrid vari-
ability in surface cover can be explained by surface
elevation. One obvious reason is that human activities
such as farming have altered the surface cover signifi-
cantly in the Pacific Northwest. Another factor is related
to the vegetation classification used by BATS. The dis-
tinction between evergreen needle and mixed tree, or
short versus tall grass, is probably more detail than can
be explained by simple elevation dependence. Never-
theless, by using a high-resolution vegetation dataset
and the subgrid representation of surface cover, the sur-
face cover represented in the model is significantly dif-
ferent from that which was derived from a 30-min global
dataset without the subgrid scheme. The effect on the
model simulation is a slight regional cooling of about
18C, which helps to reduce the warm bias found in the
model simulation.

A lake model has been implemented in the regional
climate model to simulate the thermodynamics of lakes
that are either explicitly resolved by the model grid cells,
or represented by the subgrid surface cover scheme. The
lake model performs as well for the alpine lakes as it
does for the Great Lakes (Bates et al. 1995). Biases in
ice formation have been traced to the coarse vertical
resolution of the subgrid surface elevation scheme.

Our modeling approach has been to develop a basic
framework such that more physically based parameter-
izations and sophisticated subgrid representations of
surface characteristics can be incorporated in climate
models progressively, evaluating the improvements add-
ed to the simulations at each step. We have identified
several areas where it can be further developed. On the
subgrid orographic precipitation scheme, we found that
model bias can arise from the simple treatment of down-
slope flow, which tends to dry and warm the subgrid
lower elevations. Studies on flow over complex terrain
suggested that air being drained to valleys sometimes
follows adiabatic descent from hill tops. However, quite
frequently, air temperature over valleys is not very dif-
ferent from that over hill tops, implying an isothermal
temperature profile. Stability is one factor causing the
thermal structures in valleys to differ or resemble those
of the higher elevations. Also needed to be considered
is nocturnal drainage flow, which introduces nightime
cooling along valleys. In the future, we will develop a
more physically based method for modeling downslope
flow.

Another area worth investigating is the effects of
orography on convective precipitation. Is our subgrid
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FIG. 13. Time series of simulated and observed regional mean (a) precipitation, and (b) daily maximum surface temperature.

parameterization able to model the redistribution of con-
vective precipitation over complex topography? Clearly,
by modifying the vertical profiles of uc and rw [Eqs. (5)
and (6)] through the airflow model, the subgrid param-
eterization affects the atmospheric stability, which is
often used in cumulus parameterization schemes for
triggering convective adjustment. Furthermore, the
amount of convective precipitation can differ among

elevation classes simply because of the different amount
of moisture available. Leung and Ghan (1995) compared
summertime simulations of precipitation in the Pacific
Northwest at 90-km resolution with and without the
subgrid orographic precipitation scheme. They found
that when the subgrid scheme is used, a small improve-
ment is found in the simulation when compared with
observations. In future studies, we will examine in more
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FIG. 13. (Continued)

detail the ability of the subgrid parameterization to cor-
rectly simulate the orographic effects on convective pre-
cipitation.

Finally, the subgrid surface scheme can be easily ex-
tended to account for the subgrid variability of other
surface characteristics. For example, soil properties such
as texture, depth, and albedo can exert a strong influence
on surface processes, even dominating over the effects
of heterogeneous vegetation under some atmospheric

and surface conditions. By using the State Soil Geo-
graphic Data Base, which is a comprehensive soil da-
tabase developed for the United States, we can aggregate
the soil information again by surface elevation within
each model grid cell. In this way, the interactions be-
tween soil, vegetation, and the atmosphere can be rep-
resented with higher spatial detail in climate models.
We will also evaluate our subgrid parameterizations over
other geographic locations. High-resolution (about



3290 VOLUME 126M O N T H L Y W E A T H E R R E V I E W

1 km) Digital Elevation Model data have now become
available over most regions of the world. Our surface
elevation classification scheme can be modified to ef-
ficiently represent subgrid variations in surface eleva-
tion in other areas, and the subgrid orographic precip-
itation scheme can then be applied and evaluated glob-
ally. Subgrid parameterizations accounting for vari-
ability of precipitation due to orography, vegetation, and
soil are excellent alternatives to a mesoscale modeling
technique that uses model nesting to explicitly resolve
precipitation at the grid scale. Because the use of subgrid
parameterizations requires much less computational
time, long-term simulation is feasible, and useful cli-
mate information can be provided at the subgrid scale,
which is most needed for assessing climate change and
its impacts on hydrology and vegetation.
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